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The largest and only global player

67 m
meals served 

in Q2 2019

€437 m
revenue for Q2 2019

37%
revenue growth for Q2 

2019 

5.000+
Employees Worldwide

Expanding market share across all regions!

#1
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Challenges

Lack of a practical working definition of what "quality” means for software

Inadequate defect prevention

Inadequate use of reviews and inspections

Insufficient or careless testing

Lack of quality measurements

Lack of understanding by project management that quality is on target

Excessive scheduling pressure leading to unwise attempts to short-cut quality control

Unstable and ambiguous user requirements 

Historical Attention-Span Deficit Disorder

Lack of a practical working definition of what "quality” means for software

Inadequate defect prevention

Inadequate use of reviews and inspections

Insufficient or careless testing

Lack of quality measurements

Lack of understanding by project management that quality is on target

Excessive scheduling pressure leading to unwise attempts to short-cut quality control

Unstable and ambiguous user requirements 
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… or build something fast

and deal with quality at the end

Design and build something close 

to perfect and test it mercilessly

Quality is managed from the start evaluated and improved up to 

and beyond delivery

Where does Quality Begin?
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up to 100%
IMPROVEMENT

faster deliveries of products and 
services

getting features into the hands of 
customers faster

Improving key capabilities of 

software development and 

deployment performance

From: DORA State of DevOps-2018 and Forsgren, N. et al, Accelerate, 2018

High Performers Low Performers

Delivery Frequency >1x / day 1x month

Lead Time to Change < 1 hr 1x week - 1x / month

MTTR < 1 hr 1 day – 1 week

Change Failure Rate < 15% 31-45%

Opportunity: Speed to Market



6

.

.

..

.
Unplanned and Manual 

Testing

Outages

Manual Deployments 

and 

Delayed Deliveries

Bugs

From: Forsgren, et al, Accelerate, 2018

up to 70%

development time spent on 
activities NOT related to new 

work

Opportunity: Operational Costs in Perspective

Four Horsemen of the 

SDLC Apocalypse
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Defining a Scope for the Transformation

Reporting

On demand reports for 

development as well 

as production

SDLC

Find and eliminate 

inefficiencies and 

technical debt in 

processes

Monitoring

Proactively find and 

eliminate bugs, feature 

failures in production

Testing

Adapt testing 

strategies to event-

based microservices

Analysis

Adapt tooling and 

measurements to 

meet new challenges

Quality Transformation
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REST APIs

test

test

test

Macro services

Microliths
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Challenge: Microservices and Distributed data

clients

Event-based Pub/Sub

Messaging System
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Testing

SDLC

Analysis

Reporting

Monitoring

test

test

Every change to the state of an application is contained in an event. Because we can determine the state of the app at 

any point in time we have an effective, non-intrusive test. Events can be replayed against configured CBs and can act as 

ad hoc performance testing
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Processes

Testing

SDLC

Analysis

Reporting

Monitoring

How long does it 

take to get a 

feature into 

production?

How long does it 

take to get 

feedback from 

production?
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Telemetry

Kiali

Testing

SDLC

Analysis

Reporting

Monitoring

Synchronous events
outbound/sent   
inbound/sent

Asynchronous events
outbound/sent
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Finding Risk

Visualising technical debt as measured by code complexity and change frequency

Technical debt is 

not only

a technical problem 

high risk of bugs

unplanned rework needed

refactoring candidates

supplementary or exploratory 

testing 

required 

Testing

SDLC

Analysis

Reporting

Monitoring
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Quality Reporting

Codesce

ne

Figure 1 Code Biomarkers representing the most volatile, and riskiest code

Track Technical Debt by 

Project

Testing

SDLC

Analysis

Reporting

Monitoring



14

Reporting Trends

Codescene from Empear
Figure 1 Code Biomarkers representing the most volatile, and riskiest code

Testing

SDLC

Analysis

Reporting

Monitoring
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Monitoring Deployments

Figure 1 Code Biomarkers representing the most volatile, and riskiest codecanary 

deploy

Testing

SDLC

Analysis

Reporting

Monitoring

Service Discovery, Logging, Fault Tolerance, Performance Anomalies
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Figure 1 Code Biomarkers representing the most volatile, and riskiest code

fault 

injection

Testing

SDLC

Analysis

Reporting

Monitoring

Monitoring in Production
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Distributed Tracing

Jaeg

er

Figure 1 Code Biomarkers representing the most volatile, and riskiest code

Traceabilit

y

Testing

SDLC

Analysis

Reporting

Monitoring
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Final Thoughts

How do these innovative ideas and methodologies help you manage risk?



Thank 

You!
Peter Caron 

pcar@hellofresh.com

Join Us!
https://www.hellofresh.com/jobs
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https://medium.com/@tinder.engineering/tinders-move-to-kubernetes-cda2a6372f44

Read More

https://martinfowler.com/articles/microservice-testing/#testing-integration-diagram

PCConsulting OÜ
pcaron.de@protonmail.com

https://medium.com/@tinder.engineering/tinders-move-to-kubernetes-cda2a6372f44
https://martinfowler.com/articles/microservice-testing/#testing-integration-diagram

